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Abstract: An audio signal is a representation of sound. Audio signals have frequency range 20 to 20 kHz. Audio 

signals may be synthesized directly. A mixture refers to the physical combination of two or more substances on which 

the identities and are mixed in the form to separate out. An audio signal classification system should be able to 

categorize different audio input formats (speech, background noise, and music). Audio signal classification system 

analyzes the input audio signal and describes the signal at the output. These are used to characterize both music and 

speech signals. The categorization can be done on the basis of pitch, music content, music tempo and rhythm. From the 

comparative results it is observed that the wiener filter is better for noise reduction than others. We refer SEGSNR 

parameter for study because of its improved filter performance. Separating singing voice from music is very useful in 

many applications. 
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I. INTRODUCTION 

Speech is an acoustic signal produced from a speech 

production system. An audio signal is a representation of 

sound. Audio signals have frequencies in the audio 

frequency range of roughly 20 to 20,000 Hz. It is well 

known that the human auditory system has a remarkable 

capability in separating sounds from different sources [1]. 

In an influential book [2], Bregman proposed that the 

auditory system employs a process called auditory scene 

analysis (ASA) for different sound sources. The work by 
Mellinger represents the first computational auditory scene 

analysis (CASA) system attempt to musical sound 

separation [1].  
 

Singing pitch estimation and singing voice separation are 
challenging due to the presence of music accompaniments 

that are often non stationary and harmonic [4]. Speech 

separation is a very challenging task in signal processing. 

An Audio signal classification system detecting the audio 

type of a signal (speech, background noise and musical 

genres). 
 

Singing is used to produces musically relevant sounds by 

the human voice, and it is employed in most cultures for 

entertainment or self-expression. The singing voice 

becomes immediately the main focus of attention when we 

listen to musical pieces with a vocal part. Recently, along 

with the development of multimedia technology, a variety 

of speech communication services using speech 

commands have become popular [6]. Most songs, 

especially popular songs, are mixtures of singing voice 
and music together. Music recording are either monaural 

(single channel) or stereo (two channel).  

 

Ozerov [3] introduce a general formalism for source 

model adaptation which is expressed in the framework of  

 

Bayesian models. Particular cases of the proposed 

approach are then investigated experimentally on the 

problem of separating voice from music in popular songs. 

The obtained results show that an adaptation scheme can 

improve consistently and significantly the separation 

performance in comparison with nonadapted models. 
 

Comb Filter [12], Kalman Filter [13], and Wiener Filter 

[16], [17] are mostly used for Sound Separation in many 

research papers. Audio signal separation has been a topic 

of research for many years.  

 

A singing voice separation system has its applications in 

areas such as automatic lyrics recognition and alignment, 

singer identification, musical information retrieval, 

karaoke, musical genre classification, melody extraction, 

audio signal classification[1],[6],[7], etc. 

 
The organization of the paper is as follows. In Section II 

literature survey of sound separation and adaptive filters. 

Section III shows that comparative results of filter 

performance. In Section IV, we summarize conclusion. 

 

II. LITERATURE SURVEY 

Li and Wang [1], proposed a computational auditory scene 

analysis (CASA) system to separate singing voice from 

music accompaniment for monaural recordings. System 

consist of singing voice detection stage, pitch detection 
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stage used hidden Markov model (HMM) and separation 

stage. Singing voice separation from monaural recordings 
where only one channel is available. Kim identified the 

large majority of sounds generated during singing is 

voiced (about 90%), while speech has a larger amount of 

unvoiced sounds Wang [1] described. Ozerov et al. [3] 

focused on the difference of spectral distribution (timbre) 

of singing voice and instruments, and modelled them by 

Gaussian mixture model (GMM). In their method, the 

GMM was trained in advance in a supervised way, and 

tuned adaptively for each input. Some studied utilized the 

pitch information of singing voice. Tandem algorithm [4] 

that estimates the singing pitch and separates the singing 

voice jointly and iteratively. Algorithm detects multiple 
pitch contours and separates the singer by estimating the 

ideal binary mask (IBM). System having trend estimation 

algorithm first estimates the pitch ranges of the singing 

voice.  Many source separation algorithm have been 

developed including computational auditory scene analysis 

[1], independent component analysis[16], blind source 

separation[14], hidden Markov models, support vector 

machines, sinusoidal modelling, and non-negative matrix 

factorization (NMF) [5], [9].Tachibana et al. [6] focused 

on the fluctuation of a singing voice and considered to 

detect it by exploiting two differently resolved 
spectrograms. 

 

In real-world audio signals several sound sources are 

usually mixed. The process in which individual sources 

are estimated from the mixture signal is called sound 

source separation. Adaptive filter is important in the signal 

processing. Adaptive filter is used to reject unwanted 

signal & take pure signal. An adaptive filter has an 

adaptation algorithm that is meant to monitor the 

environment & vary the filter transfer function 

accordingly. Based in actual signal received attempts to 

find optimum filter design [10].  
 

 
Fig.1. Basic Adaptive filter model [10] 

 

In figure of basic adaptive filter model has only one input 

signal x[n] and one output signal y[n]. For adaptive filter, 

d[n] and e[n] signals are required. When the filter is 

operating in an unknown environment these required 

quantities need to be found from the accumulated data. 

The basic operation now involves 2 processes as –  
 

1) Filtering process- which produces an output signal in 

response to given input signal. 

2) Adaptation process- which aims to adjust the filter 

parameters to the environment. Because of 
complexity of optimization algorithms most adaptive 

filters are digital filter that perform digital signal 

processing. When processing analog signal the 

adaptive filter is then preceded by ADC and DAC 

converter [8], [10].  
 

The removal of unwanted signals through the use of 

optimization (minimization) theory is becoming popular, 

basically in the area of adaptive filtering. Adaptive filters 

have a self-adjusting ability [10]. It can eliminate 
unwanted signals from useful information. These filters 

minimize the mean square of the error signal.  
 

Sound source separation mostly researchers used Comb 

Filter [12], Kalman Filter [13] and Wiener Filter [16], 
[17]. In this paper we discuss about above three filters. 

 

Gainzaet al. [12] developed a method for separating 

harmonic sound sources using FIR comb filters. In this 

method a pre-processing task is performed by a multipitch 

estimator to detect the pitches [11] that the signal is 

composed of. Then, a method based on the Short Time 

Fourier Transform (STFT) is utilized to iteratively extract 

the harmonics belonging to a given source by using FIR 

comb filters. 

 
Gohet al. [13] proposed a (single) speech model which can 

satisfactorily describe both voiced and unvoiced speech, as 

well as silence. Since it originates from autoregressive 

modeling, the long-term characteristics of noise are 

naturally taken care of. Coupling the proposed speech 

model with the popular additive white-Gaussian-noise 

model, they are able to treat the enhancement problem 

quite realistically on a theoretical basis. Main objective is 

to obtain an optimal estimate of the clean speech in the 

minimum-mean-square-error (MMSE) sense, using this 

model. To obtain this, first reformulate the model 
equations so as to facilitate a subsequent application of the 

well-established Kalman filter for computing the desired 

estimate. Performance assessment based on spectrogram 

plots,objective measures and informal subjective listening 

tests allindicate that this method gives consistently good 

results. As far assignal-to-noise ratio is concerned, the 

improvements over existingmethods can be as high as 

4dB.  

 

Chen et al. [18] described about the problem of noise 

reduction has attracted a considerable amount of research 

attention over the past several years. Among the numerous 
techniques that were developed, the optimal Wiener filter 

can be considered as one of the most fundamental noise 

reduction approaches, which has been delineated in 

different forms and adopted in various applications. 

Although it is not a secret that the Wiener filter [9], [15] 

may cause some detrimental effects to the speech signal 

(appreciable or even significant degradation in quality or 

intelligibility), few efforts have been reported to show the 

inherent relationship between noise reduction and speech 

distortion. By defining a speech-distortion index to 

Digital

Filter

Adaptive

Algorithm

-

+

e[n] (error signal)

d[n] (desired signal)

y[n] (output signal)
x[n] (input signal)

+
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measure the degree to which the speech signal is deformed 

and two noise-reduction factors to quantify the amount of 
noise being attenuated, this paper studies the behavior 

quantitative performance of the Wiener filter in the 

context of noise reduction. Results show that in the single-

channel case the a posteriori signal-to-noise ratio (SNR) 

[17] (defined after the Wiener filter) is greater than or 

equal to the a priori SNR (defined before the Wiener 

filter), indicating that the Wiener filter is always able to 

achieve noise reduction. 

 

III. COMPARATIVE STUDY 

Main performance parameters are SNR (Signal to Noise 

Ratio), Segmental SNR, SDR (Signal to Distortion Ratio), 
source-to-interferences ratio (SIR), and sources-to artifacts 

Ratio (SAR).  We refer SEGSNR [dB] with noise level for 

comparative study of filter performance because of its 

better noise reduction parameter than others. When noise 

level increases SEGSNR (Segmental SNR) also increases 

which improves the filter performance for sound 

separation. TABLE I shows that all comparative 

parameters values [dB]. 

 

TABLE. I.  COMPARATIVE PARAMETERS 

N

O

. 

 

Para-

meters 

Ref. 

No. 

Filter 

Used 
Values 

1 

SNR 

(signal-to-

noise ratio) 

[dB] 

[13] 

 

 

[18] 

 

Kalman 

Filter 

 

Wiener 

Filter 

-5, 0,5,10. 

 

 

20, 15, 10. 

 

2 
SEGSNR 

(segment-al 

SNR) [dB] 

[13] 

 

 

 

[15] 

Kalman 

Filter 

 

 

Spectro-

temporal 
filter 

-11.72, -

6.73, 

-1.71, 3.29. 

 

 

6.59, 0, 
10.99, 

12.86. 

3 

SAR 

(signal to 

artifacts 

ratio) [dB] 

[16] 
Kalman 

Filter 

11.15, 

10.05, 

10.08. 

4 

SDR 

(signal-to-

distort-ion 

ratio) [dB] 

[16] 
Kalman 

Filter 

3.05, 2.23, 

1.58. 

5 

SIR 

(signal-to-

interfe-rence 

ratio) [dB] 

[16] 

Kalman 

Filter 

 

 

10.35, 

6.47, 4.2. 

 

Differences between the Kalman and Wiener theories are 

listed below [19]. 
 

 The Kalman theory allows consideration of 

nonstationary processes, including a finite initial time; 

the Wiener theory does not. 

 The Wiener theory does not draw great distinction 

between colored and white measurement noise. The 
Kalman theory in the first instance demands white 

measurement noise, but extension of the theory to the 

colored noise case is possible by modelling colored 

noise as the output of a linear system driven by white 

noise [13]. 

 The Kalman theory is essentially concerned with 

finite-dimensional systems. The Wiener theory 

permits infinite-dimensional systems, although the 

task of spectral factorization becomes much more 

difficult, and is still central to application of sound 

separation. 

 

 
Fig. 2. Comparative result of Segmental SNR in Noisy 

signal [13], [15]. 

 

Fig.2 shows that, the Spectro-temporal filter (Wiener 

Filter) is most suitable for separation of singing voice from 

music accompaniment because of its improved filter 

performance (SEGSNR). 

 

IV. CONCLUSION 

From the comparative results, it is observed that the 

Wiener Filter is better for noise reduction than Comb 

Filter and Kalman Filter with respect to noise level and 

SEGSNR (Segmental SNR). The Wiener Filter is most 

suitable for separation of singing voice from music 

accompaniment because of its improved filter performance 

(SEGSNR). 
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